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Abstract 
 
We search for early warning indicators that could indicate important risks in developed 
economies. We therefore examine which indicators are most useful in explaining costly 
macroeconomic developments following the occurrence of economic crises in EU and OECD 
countries between 1970 and 2010. To define our dependent variable, we bring together a 
(continuous) measure of crisis incidence, which combines the output and employment loss 
and the fiscal deficit into an index of real costs, with a (discrete) database of crisis occurrence. 
In contrast to recent studies, we explicitly take into account model uncertainty in two steps. 
First, for each potential leading indicator, we select the relevant prediction horizon by using 
panel vector autoregression. Second, we identify the most useful leading indicators with 
Bayesian model averaging. Our results suggest that domestic housing prices, share prices, and 
credit growth, and some global variables, such as private credit, are risk factors worth 
monitoring in developed economies. 
 
JEL Codes: C33, E44, E58, F47, G01. 
 
Keywords: Early warning indicators, Bayesian model averaging, macro-prudential policies. 
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Nontechnical Summary 
 
In 2008–2009, the global financial turmoil renewed interest among economists and 

policymakers in early warning indicators that could be useful in predicting the occurrence and 

costs of different types of crises. The previous literature on early warning indicators had 

offered various interesting methods and datasets. However, it had reflected the experience of 

past decades suggesting that crises tend to affect mostly emerging and developing economies. 

When the global turmoil demonstrated that developed economies can be also among those hit 

significantly by a crisis, it was not obvious whether the previously identified early warning 

indicators should be employed again. We try to take up this challenge and contribute to the 

early warning literature by focusing solely on developed economies and by offering several 

methodological improvements for explaining crisis incidence.  

In the first step, we refine the measure of the real costs of crises to the economy by 

combining a continuous index of real costs with a binary index of crisis occurrence. The 

continuous index reflects the output and employment loss along with the fiscal deficit, while 

the binary index captures the occurrence of various (banking, debt, and currency) crises in EU 

and OECD countries over 1970–2010 at quarterly frequency. Therefore, our resulting 

measure of crisis incidence characterizes the economy’s real costs in the aftermath of crises 

identified in the developed economies. Our database covers 6,560 quarters, of which 1,278 

contain some kind of crisis. 

Second, we relax the assumption common in the previous literature that all early 

warning signals are issued at the same horizon, commonly one or two years. We propose a 

systematic way of selecting the horizon for each potential leading indicator. We have 30 

indicators in our dataset. Most of them are macroeconomic and financial variables, and some 

of them also capture structural and fiscal characteristics. The horizons are selected by 

applying a panel vector autoregressive framework for variable pairs consisting of our measure 

of crisis incidence and each potential leading indicator. According to our results, the 

prediction horizons are indeed indicator-specific, lying in a range of four quarters (our lower 

bound chosen for an indicator to qualify as an early warning indicator) to 16 quarters (our 

upper bound given by the sample size). For example, the ratio of domestic private credit to 

GDP is found to best warn against the real costs following the occurrence of economic crises 

as long as 16 quarters ahead. On the other hand, housing prices send the best warning five 

quarters ahead. 

 Third, we employ Bayesian model averaging in order to identify the most useful 

leading indicators out of the set of all potential indicators. While the previous literature either 
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kept all potential indicators inside the model or selected a few indicators for the assessment 

exercise, we try to tackle the model uncertainty. Bayesian model averaging allows us to 

minimize subjective judgment and to reflect the trade-off between the inclusion of 

insignificant indicators (when all potential indicators are used) and the omission of important 

variables (when a few selected indicators are assessed). As an outcome, we detect the subset 

containing the most important leading indicators which should be monitored by policy 

makers. 

Our results indicate that the most useful leading indicators for developed countries are 

both domestic and global. The domestic ones include (horizon in parentheses): a fall in 

housing prices and share prices (both five quarters ahead) and a rise in private sector credit 

(16 quarters). Among the global variables, a drop in private sector credit (four quarters) 

represents the most useful indicator.  

Overall, domestic credit growth turns out to be the key early warning indicator for our 

sample of developed countries. This variable is significant for most of the specifications and 

is able to provide the longest warning horizon—16 quarters ahead of the materialization of the 

crises. 
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1. Introduction 

The recent economic crisis has brought the search for early warning indicators back into the 

spotlight. The literature offers various early warning models (EWMs) that try to identify 

leading indicators preceding various costly events, such as currency, banking, and debt crises. 

Despite noticeable progress in the theoretical and empirical literature on this subject in 

previous decades, during which EWMs have developed from single-indicator to multiple-

indicator frameworks, there is still ample room for researching indicators that precede 

complex economic crises such as the recent one, which originated in developed economies 

and spread all over the world.  

In this paper we construct a continuous EWM for a panel of 36 EU and OECD 

countries over the 1970–2010 period at quarterly frequency.1 We contribute to the literature in 

terms of both the scope of the study as well as the estimation methodology. First, while 

previous contributions focused mainly on emerging economies or large heterogeneous cross-

country panels, we use a broad panel consisting solely of developed economies. Second, we 

employ advanced estimation techniques such as Bayesian model averaging that—to our 

knowledge—have not been applied in continuous early warning models so far. 

Our framework mixes a continuous measure of crisis incidence with a discrete 

measure of crisis occurrence. The resulting model is designed to capture the real costs of a 

crisis to the economy. First, the incidence of crises is computed from the data to reflect the 

output and employment loss and the fiscal deficit (the latter is used to characterize countries’ 

propensity to prevent costly outcomes by policy intervention). The resulting index of real 

costs (IRC) also captures the cyclical development of the economy. Second, we combine the 

IRC with the binary index of crisis occurrence (COI) to select only episodes following the 

(banking, debt and currency) crises identified.2 Finally, the resulting index, called the 

IRCCOI, is used to determine which of various potential early warning indicators mattered 

the most in the past 40 years for explaining costly macroeconomic developments after crisis 

occurrence. We argue that these most useful indicators should be monitored by policy makers 

in developed economies because they correspond to major risk factors behind crises.  

We select 30 potential indicators, from which we want to choose the most useful ones. 

Our analysis is thus related to Rose and Spiegel (2011) and Frankel and Saravelos (2012), 

who investigate the causes of the differences in the cross-country incidence of the recent 

                                                 
1 In earlier versions of the paper we considered all EU and OECD countries. In the current version we exclude 
Chile, Cyprus, Luxembourg, and Malta due to data limitations. The list of 36 countries is reported in Annex I.1.  
2 The crisis occurrence database is described in more detail in our second paper Babecký et al. (2012). The data 
on EU countries were collected with the help of the ESCB Macro-prudential Research Network (MaRs). See 
http://www.ecb.int/home/html/researcher_mars.en.html for detailed information about the MaRs.   
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crisis. However, we extend the analysis from a cross-sectional to a panel framework, which 

allows us to estimate the effects of crises over time. Moreover, we also account for the model 

uncertainty inherent in the above-mentioned continuous early warning models. We relax the 

assumption of a fixed horizon at which the early warning signals are issued and examine the 

dynamic linkages between real costs and leading indicators. This is done within the panel 

vector autoregression (PVAR) framework in order to select the most relevant horizon for each 

potential early warning indicator. We then select the most useful leading indicators 

systematically using Bayesian model averaging (Fernandez et al., 2001; Sala-i-Martin, 2004; 

Feldkircher and Zeugner, 2009). Bayesian model averaging (BMA) is a procedure that allows 

a subset of the most useful leading indicators of crises to be selected from the set of all 

possible combinations of potential warning indicators. This is a different approach from the 

common practice in the early warning literature, where all available (potential) indicators, 

selected according to the authors’ judgment or theory, are used in one specification, and 

insignificant indicators remain part of the EWM.3 The BMA approach allows us to identify 

the most important risk factors that should be monitored by policy makers. 

The paper is organized as follows. Section 2 motivates our analysis by identifying key 

lessons and challenges from the stock of previous literature related to early warning exercises. 

Section 3 describes the data. Section 4 presents the composition of our EWM, including its 

main components, the optimal lag selection upon PVAR, and the selection of variables 

employing BMA. Section 5 concludes.4  

 
2. Early Warning Literature: Lessons and Challenges 
 

The recent financial crisis revived interest in the early warning literature among researchers as 

well as policy makers (see, for example, Galati and Moessner, 2010, and Trichet, 2010). The 

literature dates back to the late 1970s, when several currency crises generated interest in 

leading indicators (Bilson, 1979) and theoretical models (Krugman, 1979) explaining such 

crises. Nevertheless, it was only in the 1990s—the first golden era of the early warning 

literature—when a wide-ranging methodological debate started, including studies on banking 

and balance-of-payments problems (Kaminsky and Reinhart, 1996) and currency crashes 

(Frankel and Rose, 1996). This methodological debate served as a starting point for the 

current stream of literature motivated mainly by the recent financial crisis. The early warning 

                                                 
3 Crespo-Cuaresma and Slacik (2009) and Babecký et al. (2012) apply BMA in the context of discrete models of 
crisis occurrence. We extend the application of BMA to models containing a continuous dependent variable, 
which the BMA method was originally designed for.  
4 An online appendix is available at http://ies.fsv.cuni.cz/en/node/372. The appendix illustrates (i) the dependent 
variable (the index of real costs conditional on crisis occurrence) and the underlying unconditional index of real 
costs for all countries and (ii) a full set of results for the optimal lag selection upon PVAR. 
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literature offers many useful lessons on how to approach the new generation of EWMs. 

However, important challenges still prevail. In this paper, we attempt to tackle some of them, 

such as how to measure the incidence of crises, how to find useful early warning indicators, 

and how to select relevant time lags for them in the continuous model.  

 

2.1. Costly events 

There are different types of costly events, such as currency crises and banking crises. 

Although the ultimate goal of each EWM is to warn against these costly events, there is no 

consensual approach in the literature on how to define them. Crisis events are typically 

identified as dramatic movements of nominal variables, such as large currency depreciations 

(Frankel and Rose, 1996; Kaminsky and Reinhart, 1999), stock market crashes (Grammatikos 

and Vermeulen, 2010), and rapid decreases in asset prices (Alessi and Detken, 2011). These 

studies either assume that crisis events are costly in real terms, citing stylized facts from 

previous crises, or select those crisis events which subsequently burdened the economy with 

real costs. The costly event is represented either by one variable (Frankel and Rose, 1996), or 

by several variables combined into one index (Burkart and Coudert, 2002; Slingenberg and de 

Haan, 2011) with the use of alternative weighting schemes (equal weights, weights adjusted 

for volatility, or principal components). Alternatively, other studies specify costly events by 

directly measuring their real costs (Caprio and Klingebiel, 2003; Laeven and Valencia, 2008), 

such as loss of GDP and loss of wealth approximated by the large fiscal deficits that are run to 

mitigate the real costs. Some studies look at variables representing both real costs and 

dramatic nominal movements (Rose and Spiegel, 2011; Frankel and Saravelos, 2012). 

 An important aspect of defining costly events is how to capture the scale of real costs. 

The scale can be looked at in either a discrete or a continuous way. The former approach, 

according to which crises are yes/no events, is more common in the early warning literature. 

Real costs or nominal movements correspond to a ‘yes’ value when their scale exceeds a 

certain threshold (Kaminsky et al., 1998). Alternatively, the coding can be taken from the 

previous literature. Under the discrete representation of crises, two main empirical approaches 

commonly applied are the discrete choice approach and the signaling approach. In the class of 

discrete choice models, the probability of crisis is investigated. A crisis alarm is issued when 

the probability reaches a certain threshold. The originally applied binary logit or probit 

models (Berg and Pattillo, 1999) have been replaced with multinomial models (Bussiere and 

Fratzscher, 2006) that extend the discrete choice from two (yes/no) to more states, such as 

crisis, post-crisis, and tranquil periods. Under the signaling approach proposed by Kaminsky 
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et al. (1998), a crisis alarm is issued if the warning indicator reaches a certain threshold. The 

threshold can be defined based on the signal-to-noise ratio to minimize type I errors (missed 

crises) and type II errors (false alarms). 

 Recently, continuous indicators of crisis have been proposed (Rose and Spiegel, 2011; 

Frankel and Saravelos, 2012) that allow the EWM to explain the actual scale of real costs or 

nominal movements without the need to decide whether the scale is sufficiently high to 

produce a ‘yes’ value. Another advantage is that continuous indicators do not suffer from a 

lack of variation of the dependent variable when too few crisis events are observed in the data 

sample. Moreover, there is no problem with dating the exact start and end periods of costly 

events, a problem that is difficult to overcome in discrete approaches. The disadvantage of 

this approach lies in its limited capacity to send straightforward (‘yes/no’) signals to policy 

makers regarding the probability of crises.  

 In our paper, we follow Rose and Spiegel (2011) and Frankel and Saravelos (2012) 

and we build a continuous EWM in which a dependent variable captures the output and 

employment loss and the fiscal deficit. We follow this approach because maintaining output 

and unemployment at their potential levels, while keeping the budget balanced, is the best 

approximation of policy makers’ ultimate objective we are able to achieve. However, we also 

use information on the occurrence of crises in order to consider economic developments only 

after a crisis occurrence. The resulting combined index (IRCCOI) therefore combines 

information on both crisis incidence and crisis occurrence. 

 

2.2. Countries in the sample 

The literature of the 1990s was concerned primarily with developing economies that had 

suffered from currency or twin crises (see, among others, Kaminsky et al., 1998; Kaminsky, 

1999). The recent literature has focused on the identification of crises and imbalances for 

large samples of countries, including both developing and developed economies (Rose and 

Spiegel, 2011; Frankel and Saravelos, 2012). Alternatively, attention has been given to 

developing and emerging economies (Berg et al., 2005; Bussiere, 2013; Davis and Karim, 

2008) or the OECD countries (Barrell et al., 2010; Alessi and Detken, 2011).  

The assessment is typically done in a cross-sectional framework, under the assumption 

of homogeneity of the sample despite the fact that large samples of more than 100 countries 

are likely to form a rather heterogeneous group. The only exception is a set of studies 

focusing solely on the OECD group. In this case, however, the studies face the challenge of 

too few observed costly events in their sample (see Laeven and Valencia, 2010, to compare 
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the frequency of costly events, such as currency crises and debt crises, in various countries). 

To sum up, there is a trade-off between a sufficient number of observed costly events and 

sample homogeneity. 

To our knowledge, studies focusing solely on all developed economies, for which the 

trade-off between the number of observed costly events and heterogeneity is relatively 

favorable and which may be of interest to EU policy makers, are not available. To reflect that, 

we build an EWM for a sample consisting of all EU and OECD countries,5 from which Chile, 

Cyprus, Luxembourg, and Malta were excluded for most parts of our analysis due to data 

limitations.  

 

2.3. Potential leading indicators  

The literature has used three approaches to determining which variables should be included 

among the potential leading indicators. First, some studies survey theoretical papers to 

identify potential leading indicators. These theory-based studies (Kaminsky and Reinhart, 

1999) usually work with a relatively narrow set of potential indicators, but sometimes this set 

is enlarged to include various transformations of the same data series (Kaminsky et al., 1998). 

Second, more recent studies often rely on systematic literature reviews. They scrutinize 

previously published research for useful leading indicators and create extensive data sets by 

including all detected indicators, and sometimes also various transformations thereof (Rose 

and Spiegel, 2011; Frankel and Saravelos, 2012). Third, some studies take all the variables 

available in a selected database and add various transformations.  

All of these approaches are subject to the risk of missing important potential 

indicators. However, research that explicitly tackles the problem of non-available data series 

is very rare (Cecchetti et al., 2010). The recent crisis revealed that various financial indicators, 

such as liquidity and leverage ratios, might carry useful information regarding future costly 

events. Nevertheless, the data series needed to compute such indicators are only available for 

some countries and limited time periods. For example, the ratio of regulatory capital to risk-

weighted assets, credit to households, and the deposit-loan ratio for households are examples 

of variables that we could not include because of this problem.  

In our paper, we follow the second approach and rely on a systematic literature survey. 

Nevertheless, we strive to reduce the risk of missing important potential indicators from our 

                                                 
5 There are alternative definitions of a ‘developed’ economy. For the sake of simplicity, we consider all EU and 
OECD members as of 2011. It follows that some countries graduated from the emerging or transition into the 
developed economy category between 1970 and 2010. 
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analysis by adding potential leading indicators, such as the total tax burden and several global 

variables, according to our own judgment. In addition, we combine several data sources, such 

as the IMF International Financial Statistics (IFS), the World Bank World Development 

Indicators (WDI), OECD, and BIS. 

 

2.4. Time lags 

The common approach to determining the time lags of potential leading indicators in EWMs 

is expert judgment. Most EWMs simply assume that the appropriate time horizon to look at is 

one or two years (Kaminsky and Reinhart, 1999). This assumption is rooted in stylized facts 

that describe how important economic indicators develop in the pre-crisis, crisis, and post-

crisis period (Kaminsky et al., 1998; Grammatikos and Vermeulen, 2010).  

Such a fixed-lag assumption may be too limiting. Individual indicators may have 

completely different dynamics with respect to crisis occurrence, and so considering only their 

current values (and not lags) may yield suboptimal explanatory power for a given dataset. 

Therefore, we relax this assumption and we explicitly test for the optimal time lag for each 

potential leading indicator separately using panel vector autoregression (Holtz-Eakin et al., 

1988). Once the one-year lag assumption is relaxed, it is possible to distinguish between 

several horizons that might be of interest to policy makers. Specifically, we can see which 

variables issue a ‘late warning’ for a 1–3Q horizon, which ones issue an ‘early’ warning for a 

4–8Q horizon, and which ones issue an ‘ultra early’ warning for a 9+Q horizon. We try to 

focus on the early warning and ultra early warning horizons, within which policy actions still 

have a significant chance of reducing the likelihood of costly events.  

 

2.5. Early warning indicators 

Not all potential leading indicators qualify as useful early warning indicators. Studies using 

the discrete representation of the dependent variable and the signaling approach usually 

evaluate each indicator separately by minimizing either the signal-to-noise ratio (Kaminsky, 

1999) or the loss function (Bussiere and Fratzscher, 2006; Alessi and Detken, 2011). 

Alternatively, some studies combine potential indicators into composite indexes using 

judgmental approaches to select index components and computing thresholds for the 

corresponding variables simultaneously, because even when policy makers use several EWMs 

in parallel, there is a risk of underestimating the probability of a crisis if more indicators are 

close to, but below, their individual threshold values (Borio and Lowe, 2002).  
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However, both composite index and multiple-indicator EWMs (Rose and Spiegel, 

2011; Frankel and Saravelos, 2012) also have their problems. In the first case, the weights of 

the potential leading indicators are estimated and insignificant indicators (with zero weight) 

remain part of the index. In the latter case, the EWM is estimated and potential indicators that 

are insignificant remain part of the model. Consequently, various biases may reduce the 

predictive power of these models.  

For this reason, we employ the BMA methodology to create our continuous EWM. To 

our knowledge, it has not been applied in (continuous) early warning models so far. BMA 

allows us to select the best-performing combination from all combinations of potential 

indicators (and their lags, as explained above). We are therefore able to determine the most 

important risk factors that should be monitored by policy makers.  

 

  
3. Data Set and Stylized Facts 
 
As outlined in the previous section, there is a certain trade-off in the early warning literature 

between country coverage, the time dimension, the choice of variables, and data availability. 

One unique feature of our data set is that it focuses on a panel of developed countries which 

are members of the EU or the OECD or both. In total, the data set covers 36 countries, listed 

in Annex I.1. Another feature of our data set is a combination of a large time dimension, rich 

informational content, and quarterly frequency. The sample covers the period from 1970Q1 

through 2010Q4 and includes the continuous IRCCOI index, which incorporates both crisis 

occurrence and crisis incidence information, and potential leading indicators. For some 

countries and variables the data span is shorter, so the panel is unbalanced. 

 

3.1. Index of real costs conditional on crisis occurrence 

Our dependent variable, the IRCCOI, captures real costs within two years after crisis 

occurrence. The underlying index of real costs (IRC) is one constituent of our dependent 

variable, the other one being the binary crisis occurrence index (COI). Rose and Spiegel 

(2011) and Frankel and Saravelos (2012) use changes in GDP, industrial production, currency 

depreciation, and stock market performance to measure the incidence of the 2008/2009 crisis. 

We construct the IRC based on GDP growth, unemployment, and the fiscal deficit. Since 

maintaining output and unemployment at their potential levels could be viewed as the 

ultimate objective of policy makers, a decline of GDP growth below, and a rise of 

unemployment above, the corresponding potential values characterize the costs for the real 

economy. The inclusion of the budget balance reflects a need to detect episodes where costs 
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in output and employment were prevented by fiscal deficits. Our definition is motivated by 

stylized facts according to which strong systemic events, such as the crisis of 2008/2009, are 

indeed characterized by a decline in output, a rise in unemployment, and large fiscal deficits 

that are run to mitigate the costs of the crisis.  

The IRC used in our analysis is obtained as a simple average of three standardized 

variables: GDP growth, the unemployment rate, and the government budget deficit (the series 

definitions and data sources are reported in Annex I.2). Real GDP and the budget surplus 

enter with negative signs to the average, so that an increase in the IRC is associated with 

higher costs for the real economy. For example, the IRCs for the United States and the United 

Kingdom are shown in Figure 1 (the dashed line in the figure). We also considered different 

weighting schemes (for instance, the first principal component), but the results are 

qualitatively similar to those presented in the paper. 

 Next, in order to minimize the impact of the business cycle, we focus on the IRC 

conditional on crisis occurrence (IRCCOI). Our primary interest in examining the continuous 

index of real costs lies in exploiting as much variation in the data as possible. However, by 

construction, the IRC may also capture cyclical activity not necessarily related to economic 

crises. In order to explore the behavior of the IRC following the occurrence of systemic 

events only, we make use of the COI based on the binary database of economic crisis 

occurrence described in a companion paper (Babecký et al., 2012). This database contains 

information on the occurrence of banking, currency, and debt crises. The COI takes value 0 

when no crisis occurred and 1 when a crisis (any of the types mentioned above) occurred. The 

resulting dependent variable, the IRCCOI, captures real costs within two years after each 

crisis occurrence. This horizon was selected because our companion paper (Babecký et al., 

2012) and related literature confirm that economic crises affect the real economy mostly 

within two years after their occurrence. 

Figure 1 illustrates the original IRC (dashed line) and the resulting IRCCOI (solid 

line) on the examples of the United States and the United Kingdom.6  

 

                                                 
6 A preview of the corresponding figures for all sample countries is illustrated in Annex I.3, while the figures 
themselves are available in the online appendix. 
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Figure 1. IRC and IRCCOI indices  

-5
0

5
10

1970q1 1980q1 1990q1 2000q1 2010q1

irc irccoi_8

United States

-4
-2

0
2

4
6

1980q1 1990q1 2000q1 2010q1

irc irccoi_8

United Kingdom

 
Note: IRC is the index of real costs. IRCCOI_8 is the index of real costs within 8 quarters after crisis occurrence. 
An increase in the indices is associated with higher costs to the real economy. 
 

3.2. Leading indicators 

As a starting point for the selection of useful leading indicators, we identified over 100 

relevant macroeconomic and financial variables based on recent studies (e.g., Alessi and 

Detken, 2011; Rose and Spiegel, 2011; Frankel and Saravelos, 2012). We constructed a 

dataset covering 36 developed countries over 1970–2010 at quarterly frequency. Since for a 

number of countries the data only start in the early 1990s, the panel is unbalanced. In order to 

address the trade-off between sample coverage and data availability, as a rule of thumb we 

excluded series for which more than 50% of observations were missing. Moreover, some 

series were strongly correlated, differing only in statistical definition. As a result, our data set 

consists of 30 potential leading indicators listed in Annex I.2 (rows 4 through 33).  

The majority of the series were originally available on a quarterly basis. Some series 

were taken from the World Bank’s WDI database, available on an annual basis only. Such 

series were converted to quarterly frequency using the standard cubic match method. Property 

price indices were provided by the Bank for International Settlements and the Global Property 

Guide. Further details and data sources are provided in Annex I.2.7 

 

                                                 
7 Notice that our subsequent examination of leading indicators is not a real-time analysis due to publication lags 
of the data. 
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4. Estimation and Results 

4.1. Selection of optimal lags 
In order to set the horizon at which leading indicators send a warning of a potential costly 

event, the early warning literature commonly applies expert judgment. In our evaluation of 

the IRCCOI, we relax this assumption and perform an explicit test for the optimal time lag 

between warning indicators and the materialization of real costs, employing the panel vector 

autoregression (PVAR) framework developed originally by Holtz-Eakin et al. (1988) for 

disaggregated data with a limited time span and a larger cross-sectional dimension. PVAR 

departs from traditional VAR estimation in the sense that it deals with individual 

heterogeneity potentially present in the panel data. In particular, it allows for nonstationary 

individual effects and is estimated by applying instrumental variables to quasi-differenced 

autoregressive equations in the spirit of Anderson and Hsiao (1982). The PVAR specification 

can be written as follows: 

( ), , ,+i t i i t i tY f B L Y u= + , 

where i stands for cross section and t for time period, ,i tY  is a 2 x 1 endogenous variable vector 

´
, , ,,i t i t i tY predictor IRCCOI= ⎡ ⎤⎣ ⎦ , ,i tpredictor  represents each of the leading indicators, and the 

cross-sectional heterogeneity is controlled for by including fixed effects if .  

Given that the lags of the dependent variables are correlated with the fixed effects, 

forward mean-differencing (Helmert transformation) is used following Arellano and Bover 

(1995) to eliminate the means of all future observations for each variable-country-year 

combination. The estimation is performed by the GMM using untransformed variables as 

instruments.8 While the optimal VAR lag length in a standard VAR can be determined by 

statistical criteria, this is not straightforward for PVAR due to the cross-sectional 

heterogeneity. Balancing the need to allow a sufficient number of lags given the nature of the 

EWM exercise and the need to avoid over-parametrization, we set the number of lags to eight. 

The error bands are generated by a Monte Carlo simulation with 500 repetitions (Love and 

Zicchino, 2006). 

The advantage of this approach is that it allows for complex dynamics and accounts 

for potential bi-directional causality between the IRCCOI and potential leading indicators. We 

apply PVAR on the variable pairs represented by the IRCCOI and each of the 30 potential 

leading indicators. The identification of shocks from the reduced form is done using standard 

                                                 
8 The Helmert-transformed variables are orthogonal to the lagged regressors and the latter can be used as 
instruments for the GMM estimation. 
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Choleski decomposition with the warning indicator ordered first. Orthogonalized impulse-

response functions are then used to determine the optimal horizon at which leading indicators 

issue the most useful signal about a potential crisis. Observing the response of the IRCCOI to 

a shock in each potential indicator, we set the lag of each indicator equal to the lead where the 

response function reaches its maximum with no prior on its response sign and no 

consideration of its statistical significance.9 In addition, we allow for a minimum lag length of 

four quarters, assuming that a variable only provides an early warning if it predicts the 

materialization of real costs at least one year ahead so that timely policy action can still be 

taken. 

The impulse-response analysis determined the leads of all the tested variables between 

4 (our threshold value for a variable to qualify as an early warning) and 16 quarters. To 

illustrate the lead selection process, two examples of impulse responses are reported in 

Figures 2 and 3 below.10 Each figure corresponds to the bivariate PVAR consisting of the 

IRCCOI and one selected leading indicator, specifically, the nominal effective exchange rate 

(NEER) and house prices (HOUSPRIC). For the NEER we observe that the maximum 

response of the IRCCOI to a one-standard-deviation shock to the NEER (an increase means 

domestic currency appreciation) appears within 3 quarters and is negative; i.e., domestic 

currency appreciation reduces real costs, and currency depreciation increases real costs 

correspondingly (Figure 2). Nevertheless, as noted previously we assume that a variable 

qualifies as an early warning indicator only if it points to a crisis at least one year ahead. 

Consequently, we set the lag of the NEER equal to 4, where the response coefficient is 

somewhat lower, but still significantly negative. The negative sign of the IRCCOI response to 

a positive shock to the NEER suggests that the domestic currency is on a depreciation path 

several quarters before the materialization of the real costs of the crisis.  

 

                                                 
9 The coefficient estimates and the impulse-response functions are conditioned on the variables included in the 
PVAR and, given the Choleski decomposition, also on the ordering of the variables. Given that PVAR estimates 
an elevated number of coefficients and there are numerous potential crisis indicators, they had to be included one 
by one. Nevertheless, the omission bias is in principle controlled for by including several lags of the IRCCOI, 
which arguably trace the effects of omitted variables. We tested alternative Choleski ordering where the IRCCOI 
appears in the system before each potential crisis predictor, but failed to find any different pattern. 
10 A full set of impulse responses for all leading indicators is available in the online appendix. 
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Figure 2. Impulse responses for bivariate panel VAR (NEER, IRCCOI) 
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The maximum response of the IRCCOI to a shock to housing prices (Figure 3) appears 

within 5 quarters and is again negative, indicating that an increase (decrease) in housing 

prices reduces (increases) real costs. Housing prices start decreasing earlier before the 

materialization of a crisis than the NEER and although the most significant response is 

observable within 5 quarters the response is significant for several years and housing prices 

can be potentially considered an ultra-early warning indicator. The leads of the other variables 

are listed in Figure 4 and Table 1 later on in the text (on pages 18–19). We can see that there 

are several variables that qualify as ‘ultra early’ warning indicators, issuing warnings at 

horizons longer than two years (8 quarters)—for instance domestic private credit (16 

quarters), global GDP (16 quarters), and the terms of trade (12 quarters). However, as the next 

section will reveal, the ‘ultra early’ warning variables other than domestic private credit have 

very low inclusion probability, so they cannot be classified as important early warning 

indicators.  
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Figure 3. Impulse responses for bivariate panel VAR (HOUSPRICES, IRCCOI) 
Impulse-responses for 4 lag VAR of houseprices irccoi_8

Errors are 5% on each side generated by Monte-Carlo with 500 reps
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4.2. Addressing model uncertainty 
As the discussion of the literature relating to early warning systems in Section 2 suggests, 

there is large uncertainty about the correct set of variables that should be included in a 

credible EWM. Consequently, there is a need to account systematically for this model 

uncertainty. In the presence of many candidate variables in a regression model, traditional 

approaches suffer from two important drawbacks (Koop, 2003). First, putting all of the 

potential variables into one regression is not desirable, since the standard errors inflate if 

irrelevant variables are included. Second, if we test sequentially in order to exclude 

unimportant variables, we might end up with misleading results since there is a possibility of 

excluding the relevant variable each time the test is performed. A vast literature uses model 

averaging to address these issues (Sala-i-Martin et al., 2004; Feldkircher and Zeugner, 2009; 

Moral-Benito, 2011). Bayesian model averaging takes into account model uncertainty by 

going through all the combinations of models that can arise within a given set of variables.  

We consider the following linear regression model: 

εβα γγγ ++= Xy  ε ~ ),0( 2Iσ                  (1) 

where y  is the index of real costs, γα  is a constant, γβ  is a vector of coefficients, and ε  is a 

white noise error term. γX  denotes some subset of all available relevant explanatory 

variables X . K  potential explanatory variables yield K2  potential models. Subscript γ  is 

used to refer to one specific model out of these K2 models. The information from the models 

is then averaged using the posterior model probabilities that are implied by Bayes’ theorem: 

)(),|(),|( γγγ MpXMypXyMp ∝                         (2) 

where ),|( XyMp γ  is the posterior model probability, which is proportional to the marginal 

likelihood of the model ),|( XMyp γ  times the prior probability of the model )( γMp . We 

can then obtain the model weighted posterior distribution for any statistics θ : 

∑
∑=

=

=
K

K

i
ii MpXMyp

MpXyMp
XyMpXyp
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1
2

1
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γ

γγ
γθθ                    (3) 

We elicit the priors on the parameters and models as follows. Since γα  and 2σ  are 

common to all models we can use uniform priors ( 2
2 1)(,1)(

σ
σαγ ∝= pp ) to reflect a lack 

of knowledge. As for the parameters γβ , we follow the literature and use Zellner’s g  prior 

gM ,
2 ,| γγ σβ ~ ).)(,0( 12 −′ γγσ XXgN  When choosing priors, we follow the advice of Eicher 
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et al. (2011), who suggest using the uniform model prior and the unit information prior for the 

parameters, since these priors perform well in forecasting exercises. (Our results are robust to 

the choice of alternative priors.) 

The robustness of a variable in explaining the dependent variable can be captured by 

the probability that a given variable is included in the regression. We refer to it as the 

posterior inclusion probability (PIP), which is computed as follows: 

 

0
( 0 | ) ( | )PIP p y p M y

γ

γ γ
β

β
≠

= ≠ = ∑                         (4) 

Finally, since it is usually not possible to go through all of the models if the number of 

potential explanatory variables is large (in our case with 30 variables, the model space is 

almost 109), we employ the Markov Chain Monte Carlo Model Comparison (MC3) method 

developed by Madigan and York (1995). The MC3 method focuses on model regions with 

high posterior model probability and is thus able to approximate the exact posterior 

probability in a more efficient manner.  

To obtain the posterior distributions of the parameters we use 4,000,000 draws from 

the MC3 sampler after discarding the first 1,000,000 burn-in draws. All computations are 

performed in the R-package BMS (Feldkircher and Zeugner, 2009). To account for any 

unobserved (constant) country heterogeneity, we perform fixed effects estimation. 

Our dependent variable in the Bayesian model averaging exercise is the IRCCOI 

variable as defined above. We use the whole sample of countries and include all of the 30 

potential leading indicators described in Section 3. In addition, we include the fourth lag of 

the dependent variable in order to control for persistence of crises in time. In what follows we 

present the results for the main model when the lags of the variables are chosen according to 

the results of the PVAR discussed in the previous subsection.11  

Figure 4 reports the best 5,000 models arising from the Bayesian Model Averaging 

exercise. The models are ordered according to their posterior model probabilities, so that the 

best models are displayed on the left. The blue color (darker in grayscale) indicates a positive 

                                                 
11 In principle, one could choose directly the appropriate lags within the BMA model, but a number of issues 
make this unfeasible. First, since BMA weighs the models according to their fit and the number of variables 
included, it does not account for the potential multicollinearity of different lags of the same variable. Second, 
including a number of lags for each variable would yield an enormous model space even by model-averaging 
standards (e.g. including 16 lags of each variable would yield approximately 4802  possible models). Third, one 
could also attempt to choose from the models where only one lag from each variable appears; nevertheless, to 
our knowledge there are no available off-the-shelf algorithms that would allow us to do this in a straightforward 
manner. The last reason for choosing the optimal lag length within the PVAR framework is that BMA would not 
allow dynamic interrelations between the variables.  
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estimated coefficient, while the red color (lighter in grayscale) indicates a negative 

coefficient, and the white color means that the variable is not included in the respective 

model. Figure 4 shows that most of the model mass includes variables that have a posterior 

inclusion probability (PIP) higher than 0.5. 

 

Figure 4. Posterior inclusion probabilities 

 

Note: Rows = potential early warning indicators. Columns = best models according to marginal likelihood, 
ordered from left. Full cell = variable included in model, blue = positive sign, red = negative sign. 
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Table 1. Results of Bayesian Model Averaging 

   PIP  Post Mean Post SD Cond.Pos.Sign 
St. Post 
Mean  St. Post SD 

irccoi_8_L4  1.000  0.227  0.023  1.000  0.219  0.022 
domprivcredit_L16  1.000  0.017  0.001  1.000  0.321  0.027 
govtdebt_L6  1.000  0.015  0.002  1.000  0.158  0.022 
wcreditpriv_L4  1.000  ‐0.033  0.004  0.000  ‐0.286  0.039 
curaccount_L5  1.000  ‐0.054  0.010  0.000  ‐0.126  0.023 
houseprices_L5  1.000  ‐5.587  0.970  0.000  ‐0.127  0.022 
fdiinflow_L6  1.000  0.026  0.006  1.000  0.093  0.020 
hhcons_L4  0.996  ‐10.069  2.464  0.000  ‐0.093  0.023 
baaspread_L4  0.986  0.235  0.064  1.000  0.125  0.034 
yieldcurve_L4  0.983  ‐0.032  0.011  0.000  ‐0.080  0.027 
shareprice_L5  0.840  ‐0.676  0.371  0.000  ‐0.062  0.034 
comprice_L4  0.763  1.275  0.846  1.000  0.057  0.038 
inflation_L4  0.457  3.876  4.875  1.000  0.029  0.036 
winf_L4  0.444  0.007  0.009  1.000  0.029  0.037 
indshare_L5  0.361  ‐0.011  0.016  0.000  ‐0.022  0.033 
m1_L5  0.165  ‐0.198  0.505  0.000  ‐0.007  0.017 
mmrate_L4  0.154  ‐0.003  0.007  0.005  ‐0.011  0.029 
trbalance_L4  0.118  0.000  0.000  1.000  0.004  0.013 
capform_L4  0.075  ‐0.091  0.377  0.000  ‐0.003  0.012 
trade_L10  0.075  0.001  0.002  1.000  0.003  0.013 
termsoftrade_L12  0.073  0.000  0.001  0.000  ‐0.002  0.010 
wrgdp_L16  0.060  0.003  0.015  1.000  0.002  0.011 
wfdiinflow_L7  0.047  0.024  0.136  0.999  0.001  0.008 
wtrade_L4  0.025  ‐0.013  0.440  0.250  0.000  0.007 
indprodch_L4  0.024  ‐0.008  0.082  0.000  0.000  0.004 
netsavings_L12  0.024  0.000  0.002  0.010  0.000  0.004 
taxburden_L4  0.024  ‐0.048  0.524  0.000  0.000  0.004 
hhdebt_L6  0.024  ‐0.015  0.165  0.008  0.000  0.004 
neer_L4  0.023  0.013  0.153  1.000  0.000  0.004 
govtcons_L4  0.019  0.015  0.263  1.000  0.000  0.003 

m3_L5  0.018  0.000  0.158  0.601  0.000  0.003 

Note: PIP = posterior inclusion probability. The posterior mean is analogous to the estimate of the regression 
coefficient in a standard regression; the posterior standard deviation is analogous to the standard error of the 
regression coefficient in a standard regression. The last two columns display standardized coefficients. The 
abbreviations of the variables are listed in Annex I.2; L denotes the lag for each variable based on panel VAR. 

 

In Table 1 we report for each indicator its posterior inclusion probability, posterior 

mean, posterior standard deviation, conditional posterior sign (the posterior probability of a 

positive coefficient conditional on its inclusion), standardized posterior mean, and 

standardized posterior standard deviation. The correlation between the analytical posterior 

model probability (PMP) and the PMP from the Markov Chain Monte Carlo Model 

Comparison (MC3) method for the 5,000 best models is higher than 0.99, suggesting 
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sufficient convergence of the underlying algorithm. Out of the 30 explanatory variables, 12 

have a posterior inclusion probability higher than 0.5; these are the most important indicators.  

In our empirical exercise we control for crisis persistence, and the autoregressive term 

for the dependent variable is positive with PIP=1. This illustrates that most of the crises in our 

sample are protracted. Our results confirm the common view that credit growth plays an 

important role as an early warning indicator for the severity of crises: if the crisis is preceded 

by a period of excessively rapid credit growth (note that credit growth enters our specification 

with a lag of four years), the costs of the crisis are amplified. This is in line with the literature 

on the procyclicality of credit growth (Borio et al., 2001) and with the recent attempts of 

macro-prudential authorities to tame excessive credit growth that might lead to increased 

systemic risk (e.g. Basel regulations).  

Our results suggest that the debt-to-GDP ratio is robustly associated with the severity 

of crises. Various arguments from the literature correspond to this finding. A high 

government debt-to-GDP ratio might be associated with increases in borrowing costs, 

exclusion from international capital markets, and a slump in international trade. The inflow of 

foreign direct investment turns out to be associated with the severity of crises as well. 

According to our results, countries which have enjoyed an abundance of FDI inflows tend to 

suffer more in crises. Similarly, periods of world credit crunch (world credit growth enters our 

specification with a short lag of four quarters) seem to magnify the downturns that follow 

economic crises. Note that while the results of Alessi and Detken (2011) suggest that global 

liquidity ranks among the best predictors of costly events in their early warning exercise, in 

our case a world credit crunch is rather a trigger of these events due to the relatively short 

time lag identified by the PVAR. The extent of external imbalances as measured by the 

current account balance to GDP ratio is also found to be robustly associated with the severity 

of crises. This is in line with Frankel and Saravelos (2012). 

Moreover, asset price crashes (both share prices and house prices) are found to 

amplify the costs of downturns that follow when the financial distress caused by these crashes 

affects the banking system. This result corroborates the findings in Cardarelli et al. (2009). 

Further, a feasible proxy of global risk aversion is the BAA corporate bond spread (Codogno 

et al., 2003; Favero et al., 2010), and we indeed find that situations where risk aversion 

increases are typically accompanied by larger costs to the economy after crises, as crises that 

are fueled by significant risk aversion are typically followed by substantial deleveraging.  

The yield curve is often viewed as a useful predictor of real economic activity (Estrella 

and Hardouvelis, 1993; Estrella, 2007; Fornari and Lemke, 2010). A flattening of the yield 
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curve, either through contractionary monetary policy or through expectations of lower 

inflation, typically points to a deterioration of economic activity in the future. Our results are 

in line with this evidence.  

 

5. Conclusions 

In this paper we examined which potential leading indicators preceding economic crises in 

developed economies are most useful in explaining the economy’s real costs resulting from 

such crises. For this purpose, we defined our dependent variable as the index of real costs 

within the period of two years after crisis occurrence. We started our selection of potential 

leading indicators by identifying all relevant macroeconomic and financial variables 

suggested in the literature. Considering data availability and the correlations of various data 

transformations, we reduced our dataset from initially over 100 variables to 30 potential early 

warning indicators. In the next step, we used panel vector autoregression to select optimal 

horizons at which each particular indicator best warns against the materialization of real costs. 

Finally, we employed Bayesian model averaging to identify the most important early warning 

indicators out of the 30 potential ones. 

Our key results can be summarized as follows. We find that about a third of the 

potential early warning indicators are useful for explaining the incidence of economic crises 

in EU and OECD countries in the past 40 years. The key early warning signal comes from 

growth in domestic credit to the private sector at the horizon of four years. Other identified 

indicators issue a warning signal 5 or 6 quarters ahead of the materialization of a crisis. For 

this reason, an increase in government debt, the current account deficit, and FDI inflow, or a 

fall in house prices and share prices could be considered late early warning indicators. 

However, in practice even late early warning indicators may be useful in identifying the onset 

of a crisis in real time. By construction, our database of crisis occurrence compiled ex-post 

has the benefit of hindsight, which would not be available to policy makers when assessing 

the risks to macroeconomic stability in real time. Thus, even late warning indicators bordering 

with the symptoms of crises could be viewed as signals containing useful early warning 

information. Taken as a whole, the above variables—which include, most notably, 

government debt, the current account deficit, and housing prices—are non-negligible risk 

factors which are worth monitoring.  

 Our results are more optimistic than those of Rose and Spiegel (2011), who investigate 

which of the previously suggested early warning indicators are effective in explaining the 

cross-country incidence of the late-2000s crisis. Rose and Spiegel (2011) find that equity 



  23

prices are relatively useful in explaining crisis incidence, but in general their message is 

skeptical. In comparison to Frankel and Saravelos (2012), who present more optimistic 

findings concerning the usefulness of early warning indicators (specifically they report that 

the level of reserves and real appreciation are effective leading indicators), we find different 

indicators more useful. As far as time lags are concerned, our findings are distinct from the 

previous literature due to the explicit identification of optimal time lags. As a result, unlike 

the previous literature, we have been able to identify a truly early warning indicator (growth 

in domestic credit to the private sector), which issues a warning at the horizon of four years, 

which is a much longer horizon than the commonly assumed 1–2 years. 

These differences in results can be explained by two major methodological 

innovations. First, we make use of a rich panel structure drawing on the real costs of crises 

over a period of up to four decades for a more homogeneous sample of developed economies 

rather than focusing on the effects of a single crisis on a large cross-section of heterogeneous 

economies. Second, we relax the assumption of a common prediction horizon for all potential 

variables and employ Bayesian model averaging to take into account model uncertainty. 
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Annex I. Data 
 
I.1. List of countries 
 

 No. Country EU OECD 
1 Australia  OECD 
2 Austria EU OECD 
3 Belgium EU OECD 
4 Bulgaria EU  
5 Canada  OECD 
6 Czech Republic EU OECD 
7 Denmark EU OECD 
8 Estonia EU OECD 
9 Finland EU OECD 

10 France EU OECD 
11 Germany EU OECD 
12 Greece EU OECD 
13 Hungary EU OECD 
14 Iceland  OECD 
15 Ireland EU OECD 
16 Israel  OECD 
17 Italy EU OECD 
18 Japan  OECD 
19 Korea  OECD 
20 Latvia EU  
21 Lithuania EU  
22 Mexico  OECD 
23 Netherlands EU OECD 
24 New Zealand  OECD 
25 Norway  OECD 
26 Poland EU OECD 
27 Portugal EU OECD 
28 Romania EU  
29 Slovakia EU OECD 
30 Slovenia EU OECD 
31 Spain EU OECD 
32 Sweden EU OECD 
33 Switzerland  OECD 
34 Turkey  OECD 
35 United Kingdom EU OECD 
36 United States  OECD 

 
 
 
 



  27

  
I.2. Variables, transformations, and data sources 
 

No. Variable Description Transformation Main source 

Components of the Index of Real Costs (IRC) 

1 govtbalance Government balance (%GDP) none OECD 

2 rgdp GDP, real, seasonally adjusted % yoy OECD, statistical offices 

3 unemployment Unemployment rate (%) none OECD 

Potential leading indicators 

1 baaspread BAA corporate bond spread none Reuters 

2 capform Gross total fixed capital formation (constant prices) % qoq Statistical offices, OECD 

3 comprice Commodity prices  % qoq Commodity Research Bureau 

4 curaccount Current account (%GDP) none OECD, WDI 

5 domprivcredit Domestic credit to private sector (%GDP)  none WDI 

6 fdiinflow FDI net inflows (%GDP) none WDI 

7 govtcons Government consumption (constant prices) % qoq OECD, statistical offices 

8 govtdebt Government debt (%GDP) none WDI, ECB 

9 hhcons Private final consumption expenditure (constant prices) % qoq Statistical offices 

10 hhdebt Gross liabilities of personal sector % qoq National central banks, Oxford Economics

11 houseprices House price index % qoq BIS, Eurostat, Global Property Guide 

12 indprodch Industrial production index % qoq Statistical offices 

13 indshare Industry share (%GDP) none WDI, EIU 

14 inflation Consumer price index % qoq Statistical offices, national central banks 

15 m1 M1 % qoq National central banks 

16 m3 M3 % qoq National central banks 

17 mmrate Money market interest rate none IFS 

18 neer Nominal effective exchange rate % qoq IFS 

19 netsavings Net national savings (%GNI) none WDI 

20 shareprice Stock market index % qoq Reuters, stock exchanges 

21 taxburden Total tax burden (%GDP) none OECD, statistical offices 

22 termsoftrade Terms of trade none Statistical offices 

23 trade Trade (%GDP) none WDI 

24 trbalance Trade balance 1st dif Statistical offices, national central banks 

25 wcreditpriv Global domestic credit to private sector (%GDP) none WDI 

26 wfdiinflow Global FDI inflow (%GDP) none WDI 

27 winf Global inflation none IFS 

28 wrgdp Global GDP % qoq IFS 

29 wtrade Global trade (constant prices) % qoq IFS 

30 yieldcurve Long term bond yield – money market interest rate none National central banks 

Note: All variables (except housing prices) were downloaded from Datastream. The variables are listed in 
alphabetical order. 
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I.3. Overview of the IRC and IRCCOI indices for EU and OECD countries, 1970–2010, 
quarterly 
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Note: IRC is the index of real costs. IRCCOI_8 is the index of real costs within 8 quarters after crisis occurrence. 
An increase in the indices is associated with higher costs to the real economy. Figures for each country are 
available in the online appendix.  
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